




28. The eccentricity is a measure of the flatness of the ellipse. The

eccentricity of a conic section is a measure of how far it deviates from being 
circular 

29. Terms associated with ellipse

(a) The mid point of the line segment joining the foci is called the centre of 

the ellipse. In the figure O is the centre of ellipse.  For the simplest ellipse 
the centre is at origin. 

(b) The line segment through the foci of the ellipse is called the major axis 

and the line segment through the centre and perpendicular to the major axis 
is called the minor axis. In the figure below AB and In case of simplest 

ellipse the two axes are along the coordinate axes. Two axes intersect at the 

centre of ellipse. 

(c)  Major axes represent longer section of parabola and the foci lies on 
major axes. 

(d) The end points of the major axis are called the vertices of the ellipse.  

30. If the distance from each vertex on the major axis to the centre be a,

then the length of the major axis is 2a. Similarly, if the distance of each 

vertex on minor axis to the centre is b, the length of the minor axis is 2b. 
Finally, the distance from each focus to the centre is c. So, distance between 
foci is 2c.  



31. Semi major axis a, semi minor axis b and distance of focus from centre c

are connected by the relation  a2 = b2+ c2 or  c2 = a2 – b2 

32. In the equation c2 = a2 – b2, if a is fixed and c vary from 0 to a, then

resulting ellipses will vary in shape. 

Case (i) When c = 0, both foci merge together with the centre of the ellipse 

and a2 = b2, i.e., a = b, and so the ellipse becomes circle .Thus circle is a 
special case of an ellipse. 

Case (ii) When c = a, then b = 0. The ellipse reduces to the line segment 

F1F2 joining the two foci. 

33. The eccentricity of an ellipse is the ratio of the distances form the

centre of the ellipse to one of the foci and to one of the vertices of the 

ellipse. Eccentricity is denoted by e i.e., 
c

e
a

 . 

34. The standard form of ellipses having centre at the origin and the major

and minor axis as coordinate axes. There are two possible orientations: 



35. Ellipse is symmetric with respect to both the coordinate axes and
across the origin. Since if (x, y) is a point on the ellipse, then (- x, y), (x, -y) 

and (-x, y) are also points on the ellipse.  

36. Since the ellipse is symmetric across the y-axis. It follows that another

point F2(-c,0)  may be considered as a focus, corresponding to another 

directrix. Thus every ellipse has two foci and two directrices. 

37. The foci always lie on the major axis. The major axis can be determined

by finding the intercepts on the axes of symmetry. That is, major axis is 

along the x-axis if the coefficient of x2 has the larger denominator and it is 
along the y-axis if the coefficient of y2 has the larger denominator.  

38. Lines perpendicular to the major axis A'A through the foci F1 and  F2
respectively are called latus rectum. Lines LL’ and MM’ are latus rectum. 

39. The sum of focal distances of any point on an ellipse is a constant and is

equal to the major axis. 

40. Conic ellipse can be seen in the physical world. The orbital of planets is

elliptical. 



Coordinates of the centre (0, 0) (0, 0) 

Coordinates of the vertices  (a, 0) and (-a, 0)  (0, +b) and (0, -b)  

Coordinates of foci  (ae, 0) and (-ae, 0)  (0, be) and (0, -be) 

Length of the major axis 2a 2b 

Length of the minor axis 2b 2a 

Equation of the major axis y = 0 x = 0 

Equation of the minor axis x = 0 y = 0 

Equations of the directrices 

Eccentricity 

  

2

2

c b
e 1

a a
  

2

2

c a
e 1

b b
  

Length of the latus rectum  22b

a

22a

b

5.



2 2

2 2

x y
1

a b
 

2 2

2 2

y x
1

b a
 

Coordinates of the centre (0, 0) (0, 0) 

Coordinates of the 
vertices  

(a, 0) and (-a, 0) (0, b) and (0, -b) 

Coordinates of foci 

Length of the transverse 
axis  

2a 2b 

Length of the conjugate 
axis  

2b 2a 

Equations of the 
directrices  

Eccentricity 2

2

c b
e 1

a a
  

2

2

c a
e 1

b b
  

Length of the latus 
rectum  

22b

a

22a

b

Equation of the 
transverse axis 

y = 0 x = 0 

Equation of the conjugate 
axis  

x = 0 y = 0 



 Class-XI 

Mathematics 
Three Dimensional Geometry 

Chapter-12 

Chapter Notes 

Key Concepts 

1. A point in space has three coordinates.

2. Three dimensional system is an extension of two dimensional

system. 
Third axis z is added to XY plane. There are two possible orientations of  x 

and y axis . These two orientations are known as left handed and right 

handed system. 

Right handed system is used mostly. 

5. In three dimension, the coordinate axes of a rectangular Cartesian

coordinate system are three mutually perpendicular lines. The axes are called 
the x, y and z-axes. 

6. The three planes determined by the pair of axes are the coordinate planes,

called XY, YZ and ZX-planes 
7. There are 3 coordinate planes namely  XOY, YOZ and ZOX also called

the XY-plane, YZ plane and the ZX plane respectively. 

8. The three coordinate planes divide the whole space into 8 parts. Each

of these parts is called an   ‘octant’. The octants are numbered as 



roman numerals I,II,III ,… etc  

9. To each point in space, there corresponds an ordered triplet

(x,y,z) of real numbers. There is a one to one correspondence 

between the points in space and ordered triplet (x,y,z) of real 
numbers. 

10.If P(x, y, z) is any point in space, then x, y and z  are perpendicular

distances from YZ,ZX  and XY planes. 

11.The coordinates of the origin O are (0,0, 0).

12.The coordinates of any point on the x –axis are   of the type (x,0,0).

The coordinates of any point on the y –axis are   of the type (0,y,0). 
The coordinates of any point on the z –axis are   of the type (0,0,z) 

13. The x coordinate of the point in the YZ plane must be zero.
A point in the XY plane will have its z coordinate zero  

A point in the XZ plane will have its y coordinate zero. 



14. Three points are said to be collinear if the sum of distances between any

two pairs of the points is equal to the distance between the third pair of 
points. Distance formula can be used to prove collinearity. 

15. If we were dealing in one dimension then x=a is a single point and if it is

two dimensions then it will be a straight line and in 3 D it’s a plane || to YZ 
plane and passing through point a. 

16. The distance of any point from the XY plane = | z coordinate | and
similarly for the other 2 planes. 

17.A  line segment is trisected means it is  divided into 3 equal parts by 2
points R and S. This is equivalent to saying that either R or S divides the line 

segment in the ratio 2:1 or 1:2. 

Key Formulae 

1. 

Octants 
Coordinates 

I II III IV V VI VII VIII 

x + - - + + - - + 

y + + - - + + - - 

z + + + + - - - - 

2. Distance between two points P(x1, y1, z1) and Q (x2, y2, z2) is given

by PQ 2 2 2
2 1 2 1 2 1(x x ) (y y ) (z z )     

3. Distance between two points P(x1, y1, z1) and Q (0,0,0) is given by

PQ 2 2 2
1 1 1x y z  

4. The coordinates of the point R which divides the line segment

joining two points P (x1y1z1) and Q (x2, y2, z2) internally and externally 

in the ratio m : n are given by 

2 1 2 1 2 1 2 1 2 1 2 1mx nx my ny mz na mx nx my ny mz nz
, , and , ,

m n m n m n m n m n m n

        
   

        

5. The coordinates of the mid-point of the line segment joining two points

P(x1, y1, z1) and Q(x2, y2, z2) are 1 2 1 2 1 2x x y y z z
, , .

2 2 2

   
 
 

 



6. The coordinates of the centroid of the triangle, whose vertices are

 (x1, y1, z1) (x2, y2, z2) and (x3, y3, z3) are 

1 2 3 1 2 3 1 2 3x x x y y y z z z
, , .

3 3 3

      
 
 

 

7. The coordinates of the point R which divides the line segment joining two
points  P (x1, y1, z1) and Q (x2, y2, z2) in the ratio k:1 are 

2 1 2 1 2 1kx x ky y kz z
, ,

1 k 1 k 1 k

   
 

   
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Class XI: Math 

Chapter 13: Limits and Derivatives 

Chapter Notes  

Key-Concepts 

1. The expected value of the function as dictated by the points to the left
of a point defines the left hand limit of the function at that point. 

x a
limf(x)



 

is the expected value of f at x =a given the values of f near x to the left of 

a 

2. The expected value of the function as dictated by the points to the
right of point a defines the right hand limit of the function at that point. 

x a
lim f(x)



 is the expected value of f at x =a given the values of f near x to 

the left of a. 

3. Let y = f(x) be a function. Suppose that a and L are numbers such that

 as x gets closer and closer to a, f(x) gets closer and closer to L we say that 
the limit of f(x) at x =a is L i.e 

x a
limf(x) L


 .  

4. Limit of a function at a point is the common value of the left and right

hand limit, if they coincide. i.e 
x a
limf(x)



= 
x a
lim f(x)



. 

5. Real life Examples of LHL and RHL

(a) If a car starts from rest and accelerates to 60 kms/hr in 8 seconds, 

means initial speed of the car is 0 and reaches 60 at 8 seconds after the 
start.  
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On recording the speed of the car we can see  that this sequence of numbers 

is approaching 60 in such a way that each member of the sequence is less 
than 60.  This sequence illustrates the concept of approaching a number from 

the left of that number. 

 (b) Boiled Milk at 100 degrees is placed on a shelf; temperature goes on 

dropping till it reaches room temperature.  
As time increases, temperature of milk, t approaches room temperature say 

30o .This sequence illustrates the concept of approaching a number from the 

right of that number. 

6. Let f and g be two functions such that both 
x a
lim f(x)


 and 
x a
lim g(x)


 exists 

then 

a) Limit of sum of two functions is sum of the limits of the functions, i.e.,

x a x a x a
lim [f(x) g(x)] lim f(x) lim g(x)
  

    

b) Limit of difference of two functions is difference of the limits of the

functions i.e.,  

x a x a x a
lim [f(x) g(x)] lim f(x) lim g(x)
  

    

c) Limit of product of two functions is product of the limits of the

functions, i.e., 

x a x a x a
lim [f(x).g(x)] lim f(x).lim g(x)
  

  

d) Limit of quotient of two functions is quotient of the limits of the

functions (whenever the denominator is non zero), i.e., 

x a

x a

x a

lim f(x)f(x)
lim

g(x) lim g(x)








7. For any positive integer n,

n n
n 1

x a

x a
lim na

x a










8. Limit of polynomial function can be computed using substitution or Algebra

of Limits. 

9. For computing the limit of a Rational Function when direct substitution fails

then use factorisation ,  rationalization  or the theorem . 
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10. Let f and g be two real valued functions with the same domain such that

f(x) ≤ g(x) for all x in the domain of definition. For some a, if both 
x a
lim f(x)


 

and 
x a
lim g(x)


exist, then 
x a x a
lim f(x) lim g(x)
 

 . 

11. Let f, g and h be real functions such that f(x) ≤ g(x) ≤ h(x) for all x in

the common domain of definition. For some real number a, if 
x a
lim


 f(x) = ℓ= 

x a
lim


 h(x), then 
x a
lim


 g(x) = ℓ. 

R T 

F 

Rational 

Functions 
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12. Limit of trigonometric functions

i.
x 0
limsinx 0


  ii 
x 0
limcosx 1


  iii
x 0

sinx
lim 1

x
  

iv 
x 0

1 cosx
lim 0

x


  

v  
x 0

tanx
lim 1

x
     

13. Suppose f is a real valued function and a is a point in its domain of

definition. The derivative of f at a is defined by 

x 0

f(a h) f(a)
lim

h

 

Provided this limit exists and is finite. Derivative of f(x) at a is denoted by 

f’(a). 

14. A function is differentiable in its domain if it is always possible to draw a

unique tangent at every point on the curve. 

15. Finding the derivative of a function using definition of derivative is known

as the first principle of derivatives or ab –initio method. 

16  Let f and g be two functions such that their derivates are defined in a 

common domain. Then 

i. Derivative of sum of two functions is sum of the derivatives of the

functions. 
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d d d
f(x) g(x) f(x) g(x)

dx dx dx
      

ii. Derivative of difference of two functions is difference of the derivatives

of the functions. 

d d d
f(x) g(x) f(x) g(x)

dx dx dx
      

iii. Derivative of product of two functions is given by the following

products rule. 

d d d
f(x).g(x) f(x).g(x) f(x). g(x)

dx dx dx
     

iv. Derivative of quotient of two functions is given by the following

quotient rule (whenever the denominator is non – zero). 

2

d d
f(x).g(x) f(x) g(x)

d f(x) dx dx
dx g(x) (g(x))


 

 
 

17. Derivative of f(x) = xⁿ is nxn-1 for any positive integer n.

18. Let f(x) = anx
n-1 + (n-1)an-1x

n-2+…+2a2x+a1.

a2x are all real numbers and an ≠ 0. Then, the derivative functions is given 

by  

n 1 n 2

n n 1 2 1

df(x)
na x (n 1)a x 2a x a .

dx

 


      

19. For a function f and a real number a, 
x a
lim f(x)


 and f(a) may not be same 

(In fact, one may be defined a d not the other one). 

20. Standard Derivatives

f(x) f’(x)

sin x cos x 

cos x - sin x 

tan x sec2x 

cot x - cosec2x 

sec x sec x tan x 

cosec x - cosec x 

cot x 

xn nxn-1 

c 0 

21. The derivative is the instantaneous rate of change in terms of Physics

and is the slope of the tangent at a point. 
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22 A function is not differentiable at the points where it is not defined or at 

the points where the unique tangent cannot be drawn. 

23. ' 'dy df(x)
f (x) , , ,  y

dx dx
  are all different notations for the derivative 

w.r.t x 
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Class XI 

Mathematics 

Chapter:14  Mathematical Reasoning 

   Chapter Notes 

Key Concepts 

1. There are two types of reasoning the deductive and inductive.

Deductive reasoning  was developed by Aristotle, Thales, 

Pythagoras in the classical Period (600 to 300 B.C.). 

2. In deduction, given a statement to be proven, often called a

conjecture or a theorem, valid deductive steps are derived and a proof 

may or may not be established. Deduction is the application of a 

general case to a particular case. 

3. Inductive reasoning depends on working with each case, and

developing a conjecture by observing incidence till each and every 

case is observed. 

4. Deductive approach is known as the top-down" approach”. Given the

theorem which is narrowed down to specific hypotheses then to 

observation. Finally the hypotheses is tested with specific data to get 

the confirmation (or not) of original theory. 

5. Mathematical reasoning is based on deductive reasoning.

    The classic example of deductive reasoning, given by Aristotle, is 
 All men are mortal.

 Socrates is a man.

 Socrates is mortal.
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6. The basic unit involved in reasoning is mathematical statement.

7. A sentence is called a mathematically acceptable statement if it is

either true or false but not both. A sentence which is both true and 

false simultaneously is called a paradox. 

8. Sentences which involve tomorrow, yesterday, here, there etc i.e

variables etc are not statements. 

9. The sentence expresses a request, a command or is simply a question

are not statements. 

10.The denial of a statement is called the negation of the statement.

11.Two or more statements joined by words like “and”  “or” are called

Compound statements. Each statement is called a component 
statement.  “and”  “or” are  connecting words. 

12.An “ And” statement is true if each of the component statement is true
and it is false even if one component statement is false. 

13.An “OR” statement is  will be true when even one of its components is
true and is false only when all its components are false 

14.The word “OR” can be used in two ways (i) Inclusive OR (ii) Exclusive

OR. If only one of the two options is possible then the OR used is 
Exclusive OR. 

 If any one of the two options or both the options are possible then the 

OR used is Inclusive OR. 

15.There exists “” and “For all”   are called quantifiers.

16.A statement with quantifier “There exists” is true, if it is true  for at

least one case. 

17.If p and q are two statements then a statement of the form 'If p then

q' is known as a conditional statement. In symbolic form p implies q 
is denoted by p  q. 

18.The conditional statement p   q can be expressed in the various

other forms: 

(i) q if p (ii)  p only if q  (iii) p is sufficient for q  (iv) q is necessary for 

p. 

19. A statement formed by the combination of two statements of the form

if p then q and if q then p is p  if and only if q. It is called biconditional 

statement. 
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20. Contrapositive and converse can be obtained by a if then statement

The contrapositive of a statement p  q is the statement  q  p 

The converse of a statement p  q is the statement q  p 

21. Truth values of various statement

p q p and q p or q pq 

T T T T T 

T F F T F 

F T F T T 

F F F F T 

22. Two prove  the truth of an if p- then q statement . there are two ways :

the first is assume p is true and prove q is true. This is called the direct 

method.  
Or assume that q is false and prove p is false. This is called the 

Contrapositive method. 

23. To prove the truth of “ p if and only if q” statement , we must prove two
things , one that the truth of p implies the truth of q and the second that the 

truth of q implies the truth of p.  

24. The following methods are used to check the validity of statements:

(i) Direct method 

(ii) Contra positive method 
(iii) Method of contradiction 

(iv)     Using a counter example 

25.  To check whether a statement p is true , we assume that it is not true,

i.e. p is true . Then we arrive at some result which contradicts our 

assumption. 
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XI: Math 

Chapter 15: Statistics 

Chapter Notes  

Key Concepts 

1. Statistics deals with collection presentation, analysis and interpretation of

the data. 

2. Data can be either ungrouped or grouped. Further, grouped data could be

categorized into: 
(a) Discrete frequency distribution, 

(b) Continuous frequency distribution. 

3. Data can be represented in the form of tables or in the form of graphs.

Common graphical forms are: Bar charts,pie diagrams, histograms, 

frequency polygons  ogives, etc. 

4. First order of comparison for the given data is the measures of central

tendencies. Commonly used measures are (i) Arithmetic mean (ii) Median(iii) 

Mode. 

5. Arithmetic mean or simply mean is the sum of all observations divided by

the number of observations. It cannot be determined graphically. Arithmetic 

mean is not a suitable measure in case of extreme values in the data. 

6. Median is the measure which divides the data in two equal parts. The

median is the middle term when the data is sorted. 

Incase of odd observations the middle observation is median.  In case of 

even observations the median is the average of the two middle observations. 
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7. Median can be determined graphically. It does not take into account all the

observations. 

8. The mode is the most frequently occurring observation. For a frequency

distribution mode may or may not be defined uniquely. 

9. Measures of central tendencies namely mean, median and mode provide

us with a single value which is the representative of the entire data. These 

three measures try to condense the entire data into a single central value 

10. Central tendencies indicate the general magnitude of the data.

11. Two frequency distributions may have same central value but still they

have different spread or they vary in their variation from central position. So 

it is important to study how the other observations are scattered around this 

central position. 

12. Two distributions with same mean can have different spread as shown

below. 

13. Variability or dispersion captures the spread of data. Dispersion helps us

to differentiate the data when the measures of central tendency are the 
same. 

14. Like ‘measures of central tendency’ gives a single value to describe the

magnitude of data. Measures of dispersion gives a single value to describe 
variability. 
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15. The dispersion or scatter of a dataset can be measured from two
perspectives: 

(i) Taking the order of the observations into consideration, two 

measures are  

(a) Range (b)  Quartile deviation 

(ii)Taking the distance of each observation from the central position, yields 

two measures, (a)  Mean deviation, (b) Variance and Standard deviation 

The greater the range is for a data, its observations are far more scattered 
than the one whose range is smaller. 

17. The range at best gives a rough idea of the variability or scatter.

18. Quartile divides the data into 4 parts. There are three quartiles namely Q1

Q2 Q3 and Q2 is the median only. 

19. The quartile deviation is one-half of the difference between the upper

quartile and the lower quartile. 

20. If x1, x2, … xn are the set of points and point  a is the mean of the data.

Then the quantity xi –a is called the deviation of xi from mean a. Then the 

sum of the deviations from mean is always zero. 

21.In order to capture average variation we must get rid of the negative

signs of deviations. 

There are two remedies 

Remedy I: take the Absolute values of the deviations. 

Remedy II:  take the squares of the deviation.  

16. Range is the difference between the highest and the lowest observation

in the given data. 
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22. Mean of the absolute deviations about a gives the ‘mean deviation about
a’, where a is the mean. It is denoted as M.D. (a).  Therefore, 

M.D.(a) = Sum of absolute values of deviations from the mean 'a ' divided by 

the number of observations. Mean deviation can be calculated about median 

or mode or any other observations. 

23. Merits of mean deviation

(1) It utilizes all the observations of the set. 
(2) It is least affected by the extreme values. 

(3) It is simple to calculate and understand. 

24. Mean deviation is the least when calculated about the median.

If the variations between the values is very high, then the median will not be 

an appropriate central tendency representative. 

. 

25. Limitations of Mean Deviation

i)The foremost weakness of mean deviation is that in its calculations,
negative differences are considered positive without any sound reasoning 

ii) It is not amenable to algebraic treatment.

(iii) It cannot be calculated in the case of open end(s) classes in the 

frequency distribution. 

26. Measure of variation based on taking the squares of the deviation is
called the variance. 

27. Let the observations are x1, x2, x3,..,xn

let mean = x

Squares of deviations: 
2 d ( ) i ix x

Case 1: The sum di is zero. This will imply that all observations are equal to 

the mean x bar. 
Case 2: The sum di is relatively small. This will imply that there is a lower 

degree of dispersion. And case three 

Case 3: The sum di is large. There seems to be a high degree of dispersion. 

28. Variance is given by the mean of squared deviations. If variance is small

the data points are clustering around mean otherwise they are spread across. 

29.  Standard deviation is simply expressed as the positive square root of

variance of the given data set. Standard deviation of the set of observations 
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does not change if a non zero constant is added or subtracted from each 

bservations. 
30. Variance takes into account the square of the deviations.

Hence, the unit of variance is in square units of observations.  

For standard deviation, its units are the same as that of the observations. 

Thats the reason why standard deviation is preferred over variance. 

31. Standard deviation can help us compare two sets of observations by
describing the variation from the "average" which is the mean.Its widely 

used in comparing the performance of two data sets. Such as two cricket 

matches or two stocks.  
In Finance it is used to access  the risk associated with a particular mutual 

fund. 

32. Merits of Standard deviation
i) It is based on all the observations.

(ii) It is suitable for further mathematical treatments. 

(iii) It is less affected by the fluctuations of sampling. 

33. A measure of variability which is independent of the units is called as

coefficient of variation. Denoted as C.V. 
It is given by the ratio of σ the standard deviation and the mean x  bar of the 

data. 

34. It is useful for comparing data sets with different units, and wildly
varying means. But mean should be non zero. If mean is zero or even if it is 

close to zero the Coefficient of Variation fails to help. 

35. Coefficient of Variation-a dimensionless constant that helps compares the
variability of two observations with same or different units. 

Key Formulae 

1. Arithmetic mean

(a) Raw data 

(b) Discrete data 

(c) Step Deviation Method: 
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2. Median

(a) 

(b)  Median= l + 

n
-cf

2 × h
f

 
 
 
  
 

Where, l= the lower limit of median class. 

cf = the cumulative frequency of the class preceding the median class. 

f = the frequency of the median class. 
h =the class size 

3. Mode for a grouped data is given by

 Mode= l + 1 0

1 0 2

f -f
×h

2f -f -f

 
 
 

l = lower limit of the modal class 
h =  size o f the class interval 

1f = frequency of the modal class 

0f =frequency of the class preceding the modal class 

2f = frequency of the class succeeding the modal class 

3. Mean Deviation about mean 

n

i n
i l

i in
i l

i
i=l

x
1

M.D.(x) x x
N





 

   








4. Mean Deviation about median 
n

i i
i l

1
M.D.(M) x M

N 

  

5. Variance

(a)for ungrouped data 
2

i
2 i

(x x)

n



 

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(b) For grouped data 
2

i i
2 i

f(x x)

n



 


6. Standard Deviations

(a) For ungrouped data 
2

i(x -x )

n
 



(b) For grouped data
2

2
i i

i l

1
f(x x)

N 

    where x  is the mean of

the distribution and 
n

i
i=l

N = ƒ .

(c) Short Cut Method 
2n n

2
i i i i

i l i l

h
N fy fy

N  

 
     

 
 

7. Coefficient of Variation: C.V. 100,x 0,
x


  
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Class XI: Math 

Chapter: Probability 
Chapter Notes 

Key Concepts 

1. The theory of probability is a branch of mathematics that deals with

uncertain or unpredictable events. Probability is a concept that gives a 

numerical measurement for the likelihood of occurrence of an event. 

2.  An act which gives some result is an experiment.

3.  A possible result of an experiment is called its outcome.

4. The sample space S of an experiment is the set of all its outcomes.

Thus, each outcome is also called a sample point of the experiment 

5. An experiment repeated under essentially homogeneous and similar

conditions may result in an outcome, which is either unique or not 
unique but one of the several possible outcomes. 

6. An experiment is called random experiment if it satisfies the following

two conditions:  
(i) It has more than one possible outcome.  

(ii) It is not possible to predict the outcome in advance. 

7. The experiment that results in a unique outcome is called a

deterministic experiment. 

8. Sample space is a set consisting of all the outcomes, its cardinality is

given by n(S). 

9. Any subset ‘E’ of a sample space for an experiment is called an event.

10.The empty set  and the sample space S describe events. In fact  is

called an impossible event and S, i.e., the whole sample space is called 

the sure event.  

11.Whenever an outcome satisfies the conditions, given in the event, we
say that the event has occurred 

12.If an event E has only one sample point of a sample space, it is called
a simple (or elementary) event. In the experiment of tossing a coin, 

the sample space is {H,T}and the event of getting a {H} or a {T}is a 

simple event. 
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13.A subset of the sample space, which has more than on element is

called a compound event. In throwing a dice, the event of appearing of 
odd numbers is a compound event, because E={1,3,5} has '3'  sample 

points  or elements in it. 

14.Events are said to be equally likely, if we have no reason to believe
that one is more likely to occur than the other. The outcomes of an 

unbiased coin are equally likely. 

15.Probability of an event E, is  the ratio of happening of the number of element in

the event to the number of elements in the sample space. 

(i) P(E) = 
n(E)

n(S)
 (ii)  0P(E) 1 

16.Independent Events: Two or more events are said to be independent if

occurrence or non-occurrence of any of them does not affect the 
probability of occurrence or non-occurrence of the other event. 

17.The complement of an event A, is the set of all outcomes which are

not in A (or not favourable to) A. It is denoted by A’ . 

18.Events Aand B are said to be mutually exclusive if and only if  they

have no elements in common. 

19.When every possible outcome of an experiment is considered, the

events are  called exhaustive events. 

       Events E1, E2,..., En are mutually exclusive and exhaustive if 
 E1 E2….En = S and Ei ∩ Ej = φ, for every distinct pair of events. 

20.  When the sets A and B are two events associated with a sample
space, then ‘A  B’ is the event ‘either A or B or  both.  

Therefore Event ‘ A or B’ = A  B   = {:  A or   B} 
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21.If A and B are events, then the event 'A and B' is defined as the set of

all the outcomes which are favourable to both A and B, i.e. 'A and B' is 

the event A B. This is represented diagrammatically as follows 

22. If A and B are events, then the event 'A - B' is defined to be the set of
all outcomes which are favourable to a but not to B.  A - B = = A  B’ = { x: 

x  A and x  B} 

This is represented diagrammatically as: 

23. If S is the sample space of an experiment with n equally likely outcomes
   S= {w1, w2,w3,----wn} then P(w1) = P(w2) = P(wn) = n 

n

i
i 1

P(w )


  = 1

So P(wn) = 1/n 

24. Let S be the sample space of a random experiment. The probability P is a

real valued function with domain the power set of S and range the interval 
[0,1]  satisfying the axioms that  

(i) For any event E, P (E) is greater than or equal to 1. 

(ii) P  (S) = 1 
(iii) Number P (ωi) associated with sample point ωi  such that  
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i0   P( )    1    

25. Addition Theorem of probability   If ‘A’ and ‘B’ be any two events, then
the probability of occurrence of at least one of the events ‘A’ and ‘B’ is given 

by: 

P(AB) = P(A) + P(B) – P (A  B) 

(a) If  A and B are mutually exclusive events then 

 P(A  B) = P(A) + P(B) 

26. Addition Theorem for 3 events

P(AUBUC) =P(A)+P(B)+P(C)-P(AB)-P(BC)-P(AC)+P(ABC) 

27. If ‘E’ is any event and E’ be the complement of event ‘E’, then

P(E’) = 1  -  P(E) 

28. Probability of difference of events: Let A and B be events.

Then, P(A - B) = P(A) - P(A  B) 

29. Addition theorem in terms of difference of events:

P(A B) = P(A-B)+P(B-A)+ P(A  B) 




